
Journal Club

Editor’s Note: These short, critical reviews of recent papers in the Journal, written exclusively by graduate students or postdoctoral
fellows, are intended to summarize the important findings of the paper and provide additional insight and commentary. For more
information on the format and purpose of the Journal Club, please see http://www.jneurosci.org/misc/ifa_features.shtml.

Unblocking the Neural Substrates of Model-Based Value

Aaron M. Bornstein, Erik L. Nylen, and Sara A. Steele
New York University, New York, New York 10003

Review of McDannald et al.

A central premise of prominent reinforce-
ment learning (RL) models is that actions
and cues are considered valuable only in-
sofar as justified by the rewards that actors
learn to expect with them. This expectation
can be adjusted with further experience, to
the degree that new rewards received are
greater or lower than expected. Learning
driven by the difference between expected
and experienced rewards, the reward pre-
diction error (RPE), is a signature feature of
RL systems. Importantly, when the experi-
enced value exactly matches expectations,
the RPE is zero and no learning occurs.

However, different stimuli may have
similar values. In situations where only
the identity of the reward (e.g., the color
or flavor), and not the value (in, e.g., met-
abolic or hedonic units) changes, some
RL models make the counterintuitive
prediction that, because no RPE will be
generated, no learning will occur. But,
clearly, animals learn about new out-
comes, even if their reward value is the
same as was expected. To account for
this phenomenon, a class of RL models
also record the specific outcomes asso-
ciated with cues and actions, regardless
of their value. This record is called a
world model and the algorithms are
termed model-based, in contrast to

model-free algorithms that simply
cache estimated reward value. Though
computationally expensive, model-based
systems are uniquely able to inform goal-
directed behaviors that depend on outcome
identity.

As in value learning, identity associa-
tions may be updated via error-driven, in-
cremental learning algorithms, leading to
the suggestion of an identity prediction
error (IPE). An open question is whether
IPEs are reflected by the nigrostriatal do-
pamine system, as are RPEs (Gläscher et
al., 2010). A significant literature treats
the systems as parallel and at least partly
independent (Daw et al., 2005). In the do-
main of instrumental learning, model-
free and model-based processes have been
linked to habitual (identity-insensitive)
and goal-directed (identity-sensitive) ac-
tions, respectively (Redish et al., 2008).
The independence of these systems has
been supported by targeted lesions to sub-
regions of dorsal striatum (Yin et al.,
2008). However, it is unclear whether a
similar parallelism exists in Pavlovian re-
sponding, thought to be largely supported
by ventral striatum, and, if so, what the
precise nature of this functional fraction-
ation is.

In a recent issue of The Journal of Neuro-
science, McDannald and colleagues (2011)
evaluated the necessity of two brain struc-
tures thought to support identity-sensitive
Pavlovian responses. Isolating behavioral
and neural signatures of purely identity-
based learning has proven notoriously
tricky, in part because choice behavior nec-
essarily reflects any previous response rein-
forcement. To circumvent this, the authors

used an experimental manipulation to elicit
the classical conditioning phenomenon of
identity unblocking.

Traditionally, appetitive conditioning
paradigms pair a cue (e.g., a light) with a
reward (e.g., food). Blocking occurs when
a second cue is paired with a cue–reward
pair that has already been learned. Typi-
cally, the association between the new cue
and the reward is not acquired (Kamin,
1969). However, if the cues are presented
on trials in which the paired reward value
changes, the second paired cue can ac-
quire predictive power, i.e., it has be-
come unblocked. The second cue can
also become predictive if the outcome
changes, even if the value of the new
reward remains the same. Thus, identity
unblocking reveals the influence of rep-
resentations of a reward’s features on re-
sponses. Conversely, a failure to observe
identity unblocking could reflect a disrup-
tion of outcome-identity representations.

McDannald and colleagues (2011) per-
formed chemotoxic lesions on rats, target-
ing two brain regions that have been
strongly implicated in reward learning: ven-
tral striatum (VS) and orbitofrontal cortex
(OFC). OFC in particular has been identi-
fied as crucial to the flexible, putatively
model-based decisions of interest in this
study (Schoenbaum et al., 2009). OFC’s role
in representing both the sensory and moti-
vational content of outcomes is thought to
arise from its abundant input from sensory
areas and reciprocal loops with limbic areas
such as amygdala. For its part, VS is a pri-
mary target of midbrain dopaminergic nu-
clei (thought to signal RPE), sitting at the
nexus of multiple networks by which the
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values of cues and actions are computed and
transmitted. After recovery, the rats were
trained to associate three lights (A, B, and C)
with food pellet rewards varying in amount
and flavor. Next, in the unblocking proce-
dures, each primary visual cue was pre-
sented together with a secondary auditory
cue (X, Y, and Z; giving A � X, B � Y, C �
Z). These compound cues were paired with
either the same reward (the same flavor and
quantity of pellets) or one that differed in
either flavor or quantity. The authors took
care to ensure that the (food-restricted) an-
imals showed no preference for either
flavor.

The authors then probed whether ani-
mals associated the new cues with new
rewards, for example, whether sound Y
signaled the presence of new food after
identity unblocking, as light B signaled
more food after value unblocking. Ani-
mals with OFC lesions responded to the
new sound when it was paired with a re-
ward with a different value, but not when
it was paired with a reward that had the
same value but a different flavor. Thus,
the cues were value-unblocked but not
identity-blocked, supporting the hypoth-
esis that an intact OFC is necessary for
identity-sensitive learning. Conversely, VS-
lesioned animals showed reduced respond-
ing to cues associated with new values, and,
surprisingly, also reduced responding to
cues associated with new flavors. Thus, con-
trary to the stated hypothesis and a domi-
nant theoretical framework, an intact VS
appears necessary for the revision and/or ex-
pression of cue–outcome associations.

In demonstrating the necessity of VS
for identity-based learning, this study
strongly argues against the hypothesis of
an isolated model-based reinforcement
learning system operating in parallel with
a model-free system. This result is congru-
ent with recent data that point to involve-
ment of VS in flexible decision-making (van
der Meer and Redish, 2011). However, the
study points to a single dissociation between
systems in OFC, as ablating this structure
did not disrupt value-based learning. There-
fore, even if the systems converge in VS, the
critical representations may still be distinct
at some point.

The result highlights an ongoing debate
about the representations supported by VS
in reward learning. In particular, the VS
consists of two subregions (shell and core)
that have distinct connectivity to cortical
and subcortical structures. Shell is emerging
as a candidate for supporting value repre-
sentations sensitive to fluctuations in out-

come identity (Yin et al., 2008). Although
the lesions performed by McDannald et
al. (2011) predominantly affected core, a
more targeted comparison of these subdi-
visions could help clarify hypothesized
roles for VS. In Pavlovian conditioning
terms, the behaviors examined here are
what is called preparatory: reward-general,
outcome-insensitive responses thought to
be explicitly dependent on the core. A direct
comparison of core and shell lesions on
both preparatory and consummatory (re-
sponses whose physical manifestations are
specific to aspects of outcome identity) be-
havior, in the context of this unblocking
paradigm, could provide clarification of the
representations encoded by each subregion.

Along these lines, the specific role of
the OFC in representing identity-based
information invites further study. In par-
ticular, the single dissociation by which
OFC disrupts identity-based learning, but
not value, is analogous to the disruption
of goal-directed learning through lesions
to dorsomedial striatum. However, without
the complementary second dissociation
identifying a region that exclusively disrupts
value learning, sparing identity, the precise
necessity of the OFC remains unclear. While
the suggested shell/core distinction may
yield further insight into this question, an-
other tack would be to explore whether OFC
is necessary and sufficient for another key
feature of model-based learning: the flex-
ible use of stimulus–stimulus contingen-
cies during planning-based decisions for
reward. These paradigms have been used
successfully to elicit signatures of model-
based behavior in humans (Daw et al.,
2011) but have not yet been examined
with the causal manipulations available to
researchers of animal models.

The finding that VS is critical for
model-based learning opens numerous
exciting avenues for investigating the neu-
ral substrates of reinforcement learning.
In particular, it suggests that a clean sepa-
ration between model-based and model-
free learning may not ultimately be a
distinction wholly respected by the func-
tional anatomy. For instance, the cascad-
ing, loop-like anatomical connectivity of
the basal ganglia can be taken to support a
partly serial model in which each striatal
subregion is informed by (though perhaps
not exclusively parasitic on) the represen-
tations maintained in others (Yin et al.,
2008). This interpretation bears strong
similarity to theoretical work in hierarchical
reinforcement learning, though an explicit
correspondence between these theories and

model-based reinforcement learning is still
in early stages of development (Botvinick
and An, 2008). While normal animals can
indeed exhibit identity-insensitive behavior
after extensive training, this behavior may
be uniquely expressed by habitual action
chunks, potentially subserved by action
chaining functions in the dorsolateral stria-
tum, independent of VS cue evaluation.
Thus, demonstrating parallel pathways in
instrumental behavior cannot conclusively
argue for a symmetric distinction in Pavlov-
ian responding. The existence and role of a
neural substrate of purely reward-guided
value estimation remains an open question,
worthy of extensive future evaluation.
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